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Abstract: As there is high demand for IT there are multiple scope of big data which securely used by multi 

cloud infrastructure with use of secure data sharing techniques on cloud. Though multiple secrete sharing 

methods has been invented but still there is always gap in knowledge which based on evaluation of methods 

respective to scalability and Key management. This paper represents an evaluation of a proposed method that 

combines data fragmentation with use of Shamir’s secrete sharing scheme which known as Fragmented 

Encrypted Secret Sharing System (FESSS).The proposed method applies data fragmentation with optimum 

fragment size and also each fragment will be encrypted with use of AES 256-bit algorithm. Afterwards each 

encrypted fragment will be dispersal to cloudlets. The key which is used for encryption in FESSS is managed 

by secrete sharing technology. After evaluating proposed system, it is observed that FESSS method showed 

that the less overhead cost fragmented method based on irrespective of files size and share policy combination 

is far better. The major drawback is that it is quite difficult to find corrupted and lost fragments during file 

recovery. 
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1. INTRODUCTION 

Information Technology (IT) resources which already available in the cloud has made the adoption of 

attractive in-service sectors [1] as a rapid result of growth in knowledge economy. However, with the growth 

of data regarding types and sizes, concerns have been raised on how best to transmit data securely as well as 

share and make them available without interrupt which is irrespective of the size and type.  

 

Adi Shamir [2] and George Blakely [3] did classic publications in 1979 on how to share data securely 

without using encryption key known as keyless encryption by defining a method that breaks data (secret) into 

a number of shares and certain number of these that can come together to recover the secret with less of offered 

shares, later on it known as Secret Sharing Scheme. The number of shares created is equivalent to the number 

of participants, and the number that is required to recover the secret is known as the threshold, this is known 

as share policy.  

 

This proposed FESSS scheme uses two main protocols of secret share creation and share recovery. The 

application has proved to be secure and efficient in secrete sharing and recovering data in a cloud distributed 

system. In fact, the use of secret sharing scheme also has some limitations, of which are the inability to provide 

data operations at large-scale data size and the effects of changing share policies on system overheads. Keyless 

encryption implies break the data into shares in such a manner that each share of the data exists in a 

meaningless manner and original data will get recovered only when certain defined number known as 
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threshold or more can come together. A share policy implies a defined threshold and maximum number of 

shares to be made from a data. The original data recovery is only possible when the threshold shares or you 

can say number of shares equal to the total number of shares are come together using an secrete sharing 

algorithm. 

 

2. FILE FRAGMENTS BASED ON CLOUD SYSTEMS 

In the face of these current realities, we present an evaluation of a method for sharing large-scale data 

infrastructure in multi-clouds using a combination of data fragmentation and secret share scheme. A system 

that can provide consistent data availability, high-level scalability and security, as well as maintaining data 

integrity within cloud-based architecture know as Fragmented Encrypted Secret Share System (FESSS). It 

creates fragments from a file, encrypts each fragment and applies secret sharing methods as used in 

cryptography to create robust and secure keyless key management system in a multi-clouds data distribution 

system. 

 

The process involves the user providing the file(s) as well as choosing desired share policy for each 

operation, while the system provides appropriate optimum fragment size and number of cloudlets that will 

participate in the operation. It goes forward by breaking the file into chunks using the chosen fragment size, 

encrypting each chunk with different AES-256-bit key generated by a random key generator and then creates 

shares out of the encryption key based on user’s chosen share policy. The shares, as well as the encrypted 

fragments are stored with selected Cloud service Providers and when the file is required, the key shares are 

recovered using the same key share policy in relations to the defined threshold and as well as the encrypted 

fragments. Each recovered key is therefore used to decrypt corresponding encrypted fragment, and with the 

fragments decrypted serially, the original file is recombined and file deliver to the file owner. 

 

3. SECRETE SHARES 

Shor et al. [4] suggests that the optimal way of sharing big data in multi-cloud environments is in the 

combination of data encryption and use of efficient secret sharing scheme in managing encryption key. in the 

light of this, four experiments were performed to measure scalability, resilience and key management of FSSS 

and evaluate same with the evaluation frameworks developed by this thesis on the areas of scalability and 

resilience. The first experiments used defined fragment blocks to break file of varied block sizes into 

fragments. The second experiments used an optimum fragment size defined as 15% of file size. Both were 

used in a combination of different secret sharing policies and our results showed that defining an optimum 

fragment size of 15% of file size produced less overhead than the first experiment. 

 

4. SECRETE SHARING SCHEME 

The deviation from key-based to keyless encryption was introduced by Adi Shamir and George Blakely in 

1979 [2, 3] in two different seminal papers, each presented to the world a different means of securing 

cryptographic keys. Their works focused on splitting the key into meaningless shares in such a way that it will 

take only a certain number of the broken keys (shares) known as a threshold to come together and reconstruct 

the key and any number less than the threshold cannot. This concept was later known to be Secret Sharing 

Scheme. This scheme focuses on the techniques used in striping and distribution of data among many 

participants in such a way that a certain number of the participants, known as the threshold, can come together 

and recover the original data while a certain number less than the threshold cannot [10].  
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Fig. 1: Diagram of Secrete Sharing 

 

    The Shamir Secret sharing scheme is an ideal scheme and known as a perfect scheme [2], while many 

provide computational security such as [11]. Krawczyk [11] is of the opinion that an (n,m) −secret sharing 

scheme is a randomized protocol that stripes a secret S and disseminate same as shares to an n participants in 

such a way that only an m participants shares are capable of recovering the original secret for m, 1 ≤ m≤ n, 

while m − 1 shares cannot give any information on the secret as presented by [2, 3]. We take for instance a 

beverage company and the owner want to make their recipe a top secret.  

 

Their intention is to prevent their managers from learning the recipe and in so doing decided to use an 

algorithm to break their recipe into shares (Si) in such a way that a certain number of the shares (M) will be 

enough to recover the recipe out of the total number distributed to managers (N). After breaking the recipe 

into shares, the shares were distributed to say four of their top managers knowing that at least two from the 

four are needed to get the recipe back. This total number of shares made of the recipe is equivalent to the 

number of players (Managers) and the minimum number required to get the recipe back is known as a 

threshold. 

 

 
 

Fig. 2: Diagram of Secrete Recovery 

 

On a last note, on secret sharing scheme is Social Secret sharing scheme (SSSS), which combines the 

features of Weighted Threshold Secret Sharing Scheme (WTSSS) [2], [41], [42], [43], [44] and that of 

Proactive Secret Sharing Scheme (PSSS) [45] in its design and concepts. We will be exploring its design 
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principle of Sharing-Tuning-Recovery method in our future works while leveraging on this design to provide 

a self-organizing system as proposed with a high level of data scalability in a multi-cloud architecture.  

 

The Shamir’s secrete sharing implies providing perfect secrecy as shares less than the threshold cannot 

recover or learn of the secret, but a trade-off with performance. The larger the file size, the larger each share 

is and an increase in the number of participants in the sharing algorithm leads to higher storage overhead of 

the shares. With this, Shamir’s scheme is unsuitable for sharing large-scale data infrastructure according to 

[39], [31], [46], [5], [19], [13], [12], [18], [47] and [17]. 

 

5. SYSTEM COMPONENTS 

The proposed system FESSS is made up of main five components:  

 

1. User Management: Login details, file size options, share policy options, metadata creation.  

 

 

2. File Fragmentation: fragments creation, key generation, encryption, share creation, share dispersion, storage 

and then followed by numbers 4 and 5 below.  

 

3. File Recreation: Login details, metadata retrievals, encrypted fragments recovery, key share recovery, key 

recreation, fragments decryption, file recreation, checksum and storage, followed by numbers 4 and 5 below.  

 

4. Cloud Behavioral Computations: It depends on whether had multi cloud structure or not. 

 

5. Agent – Analyses and future behavioral predictions, clean-ups, self-organization if needed (future works).  

 

6. CLOUD STORGE SECRETE SHARING ADVANTAGES 

1. Secure: Anyone with fewer than t shares have no extra information about the secret than someone with zero 

shares. 

 

2. Extensible: When n is fixed; new shares can be dynamically added or deleted without affecting the existing 

shares. 

 

3. Dynamic: With this it is possible to modify the polynomial and construct new shares without changing the 

secret. 

 

4. Flexible: In organizations where hierarchy is important, it is possible to supply each of the participants a 

different number of shares according to their importance. 

 

7. CLOUD BASED KEY MANAGEMENT SYSTEM 

The security of stored data in cloud is crucial in cloud computing as Wang et al. [26] posit that such 

necessitates the need for the design of a key management scheme that is reliable for safe computing in the 

cloud. Rao [27] agrees that key management is not standardized optimally in the cloud. Rao and Selvamani 

[28] are of the view that having only authorized users to have access to the decryption key is the best 

management. While Zissis and Lekkas [29] suggest that having a trusted third party is the way to go. In order 

to achieve this objective as opined, two major methods suffice – keyless and In-house-key-storage 

management system. In keyless system [4], [18], [17], [25] and [78] used secret sharing scheme, but Resch 
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and Plank [52] dispersed encryption key with the encrypted data in cloudlets, while [87], [30] proposed key 

aggregate key management system in managing In-house-key-storage. In all, it shows how important key 

management is in cloud-based data storage. From the methods presented, the keyless type provides a system 

that prevents key loss, theft and leakages and as such is resilient, reliable and as well provide confidentiality 

and availability. 

 

8. METHOD OF KEY SHARING AND RECOVERY 

The base algorithms – Sharing and Recovering are the concept as presented originally by Adi Shamir [2] and 

hence a perfect secret sharing scheme.  

 

In first experiment, the overhead cost is the sum of time taken to create key shares; write key shares to 

storage devices; recover key shares from storage devices based on defined threshold for key recovery. The 

time taken are quite infinitesimal but a reference to them is necessary for comparison with that of second 

experiment, which was done using different cloud service providers presenting a real-life situation to share 

creation; share writing; share recovery based on a prevailing threshold and key recovery.  

 

In second experiment the overhead cost for key sharing and recovery are based on time taken in key sharing, 

share writing to cloudlets which is made up of upload and download times, share recovering from downloads 

and secret key recovering. 

 

 
 

Fig. 3: FESSS Encrypted Fragments Mappings to Cloudlets 

 

9. PROPOSED SYSTEM ARCHITECTURE 

The proposed method will build a more reliable, decentralized light weight key management technique with 

secret sharing with fragmented original data which provides more efficient data security in cloud systems with 

validation and renewal of shares. 
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Fig. 4: Proposed system share generation and Share recovery 

 

As per the diagram of above proposed system initially user’s file will be generated in to number of chunks. 

Then with the use of symmetric Key which is already generated by Key generator Encryption performed. An 

AES-256 algorithm performed on each generated chunk. Then out of those chunks are encrypted. All 

Encrypted chunks will be stored in storage container.  Encrypted key gets converted into multiple shares 

through secrete sharing algorithm. Each share is stored on different data center of cloud providers. Hence 

user’s file secretly stored with FESSS. 

 

When user demands to get original stored file then first of all shares are getting combined and generate 

symmetric decryption key. Then each Encrypted chunks are assigned to decryption algorithm. Then AES-

256’s decryption algorithm will generate decrypted chunks. Afterwards Chunks are combined through 

merging algorithm. Then user will get original file through chunks Combination. 

 

10. PROPOSED SYSTEM ALGORITHM 

The proposed system is evaporated in two ways. The first one for File upload system and second for File 

download system. 

 

10.1 FILE UPLOAD SYSTEM 

Step:1 User upload file  

Step:2 File gets fragmented into number of chunks as per the   size of file 

Step:3 Key generators will generate symmetric key for encryption 

Step:4 Each fragmented chunks get encrypted with symmetric key 

Step:5  Encrypted chunks will be stored in storage container 

Step:6 Encrypted key gets converted into multiple shares through secrete sharing algorithm 

Step: 7 Each share is stored on different data center of cloud providers 

 

10.2 FILE DOWNLOAD SYSTEM 

Step: 1 Each share is getting combined and generate symmetric decryption key 

Step: 2 Each Encrypted chunks are assigned to decryption algorithm 

Step: 3 Decryption algorithm will generate decrypted chunks 

Step: 4 Chunks are combined through merging algorithm 
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Step: 5 Plaintext is generated through chunks combination 

Step: 6 User can download original file 

 

11. CONCLUSION AND FUTURE WORK 

Use of secret sharing scheme has some inherent limitations, of which are the inability to provide data 

operations at large-scale data size and the effects of changing share policies on system overheads. The works 

of Abdallah and Salleh in [19] and [27] provided extensive information on all these without any known 

solutions and these are what FESSS provided using fragmented secret share system through defined optimum 

fragment size. By developing two evaluation frameworks on scalability and resilience, this thesis defined 

scalability as the ability to continue production even when file size increases exponentially and resilience of 

secret sharing as the ability to continue production in multi-cloud environments during adverse cloud failures. 

These FESSS’s results and future works suggest are the better approach than existing methods. 
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